= = ol —
ol =5 AH ?. I I s 2H ol
¢ HEus: R (HO[H orojd AT4)
& 2YT|A: HOIE Dfold X 7|A S0l S0| Yl 34814 Sty
& ZE7IZE 2020 6E UMX|
Distilling the Knowledge of . .
Gt el e e Compressing Convolutional Neural Networks
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trainin deploy in
datacenter smartphone
o Understand a graph neural network o Understand CNN model compression
o Implement a state-of-the-art model o Implement CNN model compression
. Existing method focuses on GCNs approaches
*  Extend it to other models, e.g., GATs o Improve the efficiency of a CNN model
o Applicable to graph-structured data while keeping accuracy

-

)

/

Active Recommender Systems

Efficient Neural Architecture Search

If uncertain,

(| Labeling 3

Understand active learning and
recommender systems

Implement active recommender
systems with various techniques
Compare the performance on real-
world datasets

Inference

Unlabeled
pool
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o Understand neural architecture search
o Implement an efficient neural
architecture search method on GPU

o Applicable to general deep learning
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